Protocols – Materials and Methods

I. cDNA arrays

Distribution of 307 Unigene clones .MMU1: 21 clones, MMU2: 24 clones, MMU3: 17 clones, MMU4: 27 clones, MMU5: 18 clones, MMU6: 14 clones, MMU7: 28 clones, MMU8: 15 clones, MMU9: 14 clones, MMU10: 13 clones, MMU11: 23 clones, MMU12: 12 clones, MMU13: 14 clones, MMU14: 10 clones, MMU15: 9 clones, MMU16: 7 clones, MMU17: 17 clones, MMU18: 10 clones, MMU19: 8 clones, MMUX: 6 clones. 

II. Data analysis

Data analysis incorporated the following steps:

· Image analysis

· Data normalization

· Judging gene expression 

· Judging differential gene expression between TS65DN and control samples

· Clustering of expression profiles

Image analysis. Image analysis was carried out by a semi-automated procedure. A grid was placed manually (Visual grid (GPC Biotech)) on each filter in order to determine the center of each spot. Afterwards, the pixel intensities were quantified within a pre-defined area around the center using a Gaussian spot shape. 

Data normalization. For each of the nine tissues under analysis the whole batch of experimental replicates with TS65DN and control samples was normalized simultaneously. Normalization should eliminate multiplicative technical bias between the different experiments. We implemented a three-step procedure:

· In the first step local background was subtracted for all spots in each experiment. 

· In the second step a reference experiment was selected from the batch. In order to treat all experiments equally we computed the average value for each cDNA across the batch as a virtual signal and defined the set of all virtual signals as the reference experiment. The median value of this reference experiment derived from the sample of non-triplicated mouse Unigene cDNAs was used as the reference median. 

· In the third step, for each single experiment a multiplicative factor was calculated and normalization was performed according to this factor: Let xij be the signal of the ith cDNA in the jth experiment. Let medref be the reference median and let medj be the median value of the non-triplicated mouse Unigene cDNAs in the jth experimenrt, then we replace the signal xij by xij * medref/medj.

Judging gene expression. In order to measure whether a given gene was significantly expressed in a given tissue, we compared its cDNA’s signal to a signal distribution derived from negative controls. In our array design, we distributed approx. 3,840 empty spot positions on the array. After quantification a small, non-zero intensity is assigned to each of these empty spots reflecting the amount of background signal on the array. Since these positions are spread uniformly over the array, the distribution of these signals reflects the distribution for signal noise and is an indicator whether signals are at the background level or reflect reliable expression levels. For each cDNA we counted the relative proportion of empty positions on the array that are smaller than the actual observed intensity (background-tag). Background-tags from replicated experiments for the same cDNA were averaged. Thus, high values (close to one) indicate that the cDNA is expressed in the tissue tested whereas low values reflect noise. cDNAs were considered “expressed” when their average background tag was above 0.9, a threshold consistent with the limit of visual detection of the spots. 

Judging differential expression in TS65DN and control samples. For each cDNA we performed statistical tests based on the replicate signals in experiments with TS65DN and control samples. Three standard tests were used in parallel, Student’s T-test, the Welch test and Wilcoxon’s rank-sum test. To evaluate differential expression of the genes, p-values of Wilcoxon’s rank-sum test were preferably used as a reference since this distribution-free test does not require a specific parametric signal assumption such as Gaussian distribution of the two samples like Student’s t-test and the Welch test. Furthermore, the Wilcoxon test statistic is very robust against outlier values since it is based on the ranks of the signals rather than on the signals themselves. A recursive function was implemented for the calculation of the exact P-values of this test. Fold changes for trisomic versus controls were considered significant when the P-value was <0.05.

Clustering of expression profiles across tissues. For each clone we calculated the logarithm (base 2) of the ratio between the intensity in the specific tissue and the average of intensities of this clone across all tissues. Thus, spot intensities below the average of intensities across all tissues are represented by a color gradient spanning from light to dark green. Conversely, spot intensities above the average of intensities across all tissues are represented by a color gradient spanning from dark to light red. As clustering parameters we used the average-linkage hierarchical clustering method with Pearson correlation as a pair wise similarity measure (J-Express V 2.1, www.molmine.com). In order to judge whether a given cluster has numerical evidence we computed a re-sampling procedure: A numerical quality value was computed for the selected group (here: average correlation of the group members with the group center), then N (N = 1,000,000) random groups of data points of the same size were selected and the number of quality values, K, higher than or equal to the observed quality value was denoted. The p value for the selected group was computed as the ratio K/N.

III. Real Time quantitative PCR

cDNA synthesis. Reverse transcription was performed in 20 µl reactions: 1 µg of DNase-treated total RNA, 0.5 mM each dATP, dCTP, dTTP and dGTP, and 250 ng Random Hexamers (Boehringer) were heated at 65°C for 5 min and quickly chilled on ice. The reaction was then supplemented with 1X first-strand buffer [50 mM Tris-HCl, 75 mM KCl, 3 mM MgCl2], 0.01 M DTT, 200 U SuperScript II reverse transcriptase (InVitrogen) and 40 U recombinant RNasin Ribonuclease Inhibitor (Promega), incubated at 25°C for 10 min, and then at 42°C for 1 h, followed by heating at 70°C for 15 min.  cDNAs were tested by PCR for integrity and absence of genomic DNA contamination, using as control specific primers in the hypoxanthine guanine phosphoribosyl transferase (Hprt) gene and in the mitochondrial ATPase coupling factor 6 subunit (Atp5a) gene.

qPCR protocol. Real-time PCR reactions were performed using the ABI Prism 7900HT Sequence Detection System (PE Applied Biosystems) with 25µl reaction composed of 1/40 vol. of the cDNAs, 300 nM primers and SYBR Green PCR Master Mix, containing SYBR Green I Dye, AmpliTaq Gold DNA Polymerase, dNTPs with dUTP, Passive Reference and optimized buffer components (Applied Biosystems). Cycling conditions were 50°C for 2 min, 95°C for 10 min followed by 40 cycles of 94°C for 15 s and 60°C for 1 min.Specificity of PCR amplification was verified by analysis of the melting curve and subsequent electrophoresis on 4% NuSieve:agarose (3:1) gel. Negative controls produced negligible signal detection (38-40 Ct). Three identical reactions were run on 96-well plates for each gene, and each plate was duplicated.

Validation experiment. The following experiment was performed to validate the use of the comparative Ct calculation method (2-((Ct). The amount of target, normalized to an endogenous reference and relative to a calibrator, is given by 2 –((Ct  (((Ct is the difference in (Ct for Ts65Dn and control sample and (Ct is the difference in threshold cycles for target and reference).The ((Ct validation required approx. equal efficiencies of target and reference amplification. Therefore, standard curve assays were obtained for all target genes and references by measuring the transcripts levels obtained with specific primer sets on adult mouse brain cDNA sample diluted at two fold intervals. For each dilution, transcript levels were plotted against the Log value of the input cDNA concentration. qPCR efficiencies (E) were calculated from the slopes, where one cycle in the exponential phase yielded the efficiency: E=10[-1/slope]-1. Transcripts analyzed here showed efficiency values close to 1 with a high linearity (Pearson correlation coefficient > 0.98).

